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Abstract. ​Detecting general anomalies, i.e.     
anomalies of all types, has been a       
challenging task in medical applications.     
Current state-of-the-art (SOTA) methods    
solve this in an unsupervised way by       
investigating the restoration of images [1, 5]       
or latent representations [6] of Variational      
Autoencoders (VAEs). However, problems    
during the detection stage are not yet       
addressed, such as domain shift caused by       
different imaging devices and parameters. In      
such cases, the detection outcome is in fact        
less trustable and should give an uncertainty       
measure in practical application. Therefore, it’s desired that the out-of-distribution          
(OOD) regions caused by pathological anomalies and domain shift are distinguished by            
the model. We would like to explore an adjacent line of research that detects              
image-level out-of-distribution (OOD) samples and combine it with the current SOTA           
method. The goal of this thesis is to merge both lines of work, in order to develop a                  
novel approach that can detect anomalous regions in image data while quantifying the             
trust in its predictions using OOD detection. To realize this, you will train your model on                
healthy MR brain imaging data, and test the model on MR brains with pathology, i.e.               
Multiple Sclerosis Lesions, Tumors, and Strock.  
 
Roadmap: 

● Familiarize yourself with the current literature on Anomaly detection [8].  
● Implement anomaly detection in image space [1, 6] and understand its limitations 

w.r.t. OOD detection.  
● Implement OOD detection based on density models in the latent space of a VAE 

[3] 
● Merge both approaches and evaluate resulting performance. Can metrics on 

individual tasks be improved by a combined approach? 
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Research Questions:  
Q1) Can we detect pathologies in brain imaging using a semi-supervised learning 
paradigm?  
Q2) Restoration methods? Latent space (7) or Image Space (1)? 
Q3) OOD Uncertainties? Anomalies vs. Domain Shift?!  
 
Requirements: 

- Solid background in Machine/Deep Learning  
- Familiar with generative models, AEs, VAEs, ...etc.  
- Sufficient knowledge of Python programming language and libraries (Scikit-learn, 

NumPy, ...) 
- Experience with a mainstream deep learning framework such as PyTorch or 

Tensorflow. 
- Machine/Deep learning hands-on experience  
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